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1. INTRODUCTION
The development of micro-(bio)chemical processes has been recently recognized as one of the most promising technologies. The miniaturized processes integrated with microreactors, microsensors and microactuators using semiconductor fabrication technologies can realize extremely high efficiency and surprising reduction of reagents, cost for production, reaction time, power etc. 

In this study, we would like to treat a silicon-based micro-thermal cycler among them. In particular, the thermal cycler is essential for DNA polymerase chain reaction (PCR) that requires a rapid temperature control for shortening the total running time and a precise temperature control for high efficiency. Many types of thermal cyclers have been proposed. [1] developed a compact, battery-powered fluorometric thermal cycler that consisted of two reaction modules for multiplex real-time PCR. [2] designed a portable thermal cycle system including silicon-based reaction chambers with integrated heaters for temperature control and optical windows for real-time fluorescence monitoring. [3] fabricated a silicon-based thermal cycler and demonstrate its precise temperature control, rapid heating and cooling. They used a gain-scheduling algorithm for the proportional-integral (PI) controller to incorporate the nonlineairty of the thermal cycler. 

Most researchers have concentrated their efforts in fabricating more versatile thermal cyclers to reduce the amount of the reagents, power consumption, total reaction time and for real-time detection of PCR. No systematic approaches have been done for the dynamics analysis, modeling and control of the silicon-based micro-thermal cycle system. In this research, we will mainly focus on a systematic modeling and nonlinear controller design. We fabricated a micro-thermal cycler integrated with a platinum sensor and platinum heater. The dynamic thermal charateristics of the fabricated cycler have been analyzed especially, in control and modeling point of view. We propose an appropriate model structure on the basis of the dynamics analysis and estimate the model parameters using the prediction error identification method. For the high performance operation, a nonlinear control strategy linearzing the nonlinear dynamics of the thermal cycler has been developed. We use the optimal tuning method to obtain the adjustable parameters of the controller. The developed micro-thermal cycle system shows excellent model/control performances..
2. MICRO-THERMAL CYCLE SYSTEM

We manufactured the micro-thermal cycle system. It is composed of six parts: silicon-based microchip, cooling pan, amplification circuit, data acquisition, external power supplier, software for the automatic control algorithm and graphic user interface. The silicon-based microchip has a microreactor integrated with thin-film platinum sensor and heater. The microchip is fabricated through several steps using semiconductor fabrication technologies. The platinum sensor is to measure the temperature of the microreactor. The amplification circuit amplifies the voltage of the platinum sensor and transfers the amplified voltage to the analog input of the data acquisition system. The amplification contributes to increase of the resolution in reading the temperature and suppress the measurement noise due to the low resolution. The platinum heater connected to the external power supplier is to heat the microreactor while the cooling pan is for rapid cooling of the microreactor. The external power supplier powers the platinum heater in proportion to the analog output of the data acquisition system. The automatic control algorithm adjusts the analog output to control the temperature as fast and precisely as possible. We use a nonlinear proportional-integral (PI) controller as the control algorithm that efficiently controls the temperature of the microreactor through linearizing the nonlinear dynamics of the micro-thermal cycler and using an anti-windup technique. The graphic user interface (GUI) is a useful tool for users who are totally unfamiliar with the system to operate the micro-thermal cycle system as he/she wants. The GUI includes various functions for user’s conveniences such as easy real-time scheduling of the desired temperature profile, manual setting of the controller tuning parameters, real-time plotting of the temperature, saving the present user’s recipes and history, reloading previous recipes.

3. MODELING OF MICRO-THERMAL CYCLE SYSTEM

We find several interesting dynamic characteristics of the micro-thermal cycle system and determine the model structure on the basis of the dynamic characteristics. Next, we estimate the model parameters using the prediction error identification method. 

Determining Model Structure 

Before we estimate the model parameters, we should first construct the model structure. The following five items are considered for the best model structure selection.

1) In the modeling and controller design, it is important to choose an appropriate model input with considering the physical insights. For the electrical heating process, the voltage has been frequently used for convenience as the input of the linear model. However, the choice is wrong when considering the fact that the total amount of the generated heat from the heater is in proportion to the electrical power rather than the voltage. If we choose the voltage as the input, the nonlinearity of the square nonlinear function cannot be avoided. 2) A step test is one of the simplest techniques to detect the dynamic characteristics of the process. In the step response, we find a sudden jump from the initial temperature (67.9 oC) up to around 80 oC at the instance of the input change. This is a strong evidence that the transfer function from the input to the temperature includes a small negative ‘zero’. 3) We also recognize from the step response that there is nearly no time delay between the input and the output. The existence of time delay severely deteriorates the maximum achievable control performance of the feedback control system. So, this observation of nearly zero time delay is very favorable for us to design a high performance feedback controller. 4) Another dynamic characteristic of the step response is that the jump is not a vertical line and the transition from the initial jump to the next dynamic response of the temperature is smooth rather than clearly separated. This means that the order of the dynamic system is at least two. 5) Finally, it should be noted that there is always a small input nonlinearity because of various causes like the resistance variation of the heater due to the temperature variation during heating, nonlinear characteristic of the data acquisition system and the power supplier etc.  

We choose the following nonlinear model structure that satisfies the above items. 
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Where 
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 denote the process input (the square of the voltage) and the process output (temperature), respectively. 
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Here, (2) is the nonlinear static function and the system of (3) and (4) is the linear dynamic system. The chosen dynamic model of (1)-(7) satisfies the requirements as follows: (1) is to satisfy the first item. If we do not fix 
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 at zeros, the second item would be satisfied. Because (3) does not include time delay, the third item is satisfied. The process order of the dynamic system composed of (3) and (4) is 
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 to satisfy the fourth item. The fifth item is incorporated by the nonlinear equation of (2). We did itemize the model requirements for the micro-thermal cycle system and established the model structure that satisfies the requirements. We use the prediction error identification method proposed by Sung et al. [4]. It estimates the model parameters that minimize the norm of the prediction error.

Model Performances

We activated the micro-thermal cycle process using roughly tuned PI controller to generate the test signal for the model estimation. Figures 1 show the model performance of the second order model with the first order nonlinear polynomial function. It shows satisfying identification results. We identified the third order model with the second order nonlinear function also. Its performance is revealed almost same with the second order model. We finally choose the model of Figure 1 as the process model because it is simple while its performance is close to the best. 

4. CONTROL STRATEGY

In the previous section, we identified the nonlinear second order model, which has a ‘zero’, the square of the voltage as the input and the first order nonlinear polynomial. In this section, we establish an automatic control strategy using the proportional-integral (PI) controller as shown in Figure 2 on the basis of the identified nonlinear model. 

Linearization

It should be noted that because the PI controller is a linear one, the corresponding process also should be linear to achieve the full performance of the PI controller. To satisfy the requirement, the proposed control strategy linearizes the nonlinear dynamics of the micro-thermal cycle process using the identified nonlinear model as shown in Figure 3a, where the dotted-line-box is equivalent to the linear process of (3)-(4) if the model is perfect. Therefore, it is the same with that the linear PI controller controls the linear process as shown in Figure 3b, allowing the PI controller performs its full capacity.

For the tuning of the proposed controller in Figure 3a, we don’t have to consider the nonlinear parts of (3) and (4) because Figure 3a is essentially equivalent to Figure 3b. That is, we can tune the PI controller for the linear model of (3)-(4). To tune the PI controller, we estimate the tuning parameters minimizing the following integral of the time-weighted absolute value of the error (ITAE) for the unit step set point change [5].

Integral Windup

The maximum achievable control performance for the micro-thermal cycle system is very high because it has almost negligible time delay and no unstable ‘zero’s. Then, the control output may be initially saturated at the maximum value for a large set point change because the maximum voltage is not high enough. The same situation happens in the cooling process. We should initially enter the minimum control output (zero voltage) for a while to drop the temperature as fast as possible. It is clear from the above argument that there is inevitably actuator saturation for high performance operation. We stop the integral action of the PI controller when the control output is the maximum or the minimum value to prevent the integral windup phenomenon. 

Control Results

We choose 
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 sec as the time constant of the desired trajectory. The optimal tuning results for the desired trajectory are 
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. We use the anti-windup technique. The control performance is excellent as shown in Figure 3.

5. CONCLUSIONS

We fabricated a silicon-based micro-thermal cycle system and analyzed its dynamics to determine the model structure. A simple system identification method like the process reaction curve cannot identify the micro-thermal cycle system because it has a negative small ‘zero’. This study identified the nonlinear model using the prediction error identification method. It shows good model performances. A nonlinear control strategy was developed to allow the linear controller perform its full capacity through linearizing the nonlinear micro-thermal cycle system on the basis of the identified nonlinear model. An optimal tuning method was used to tune the parameters of the PI controller. Anti-windup techniques should be used for the high-performance micro-thermal cycle system.
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      Figure 1. Model performance



     Figure 3. Control performance
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Figure 2. (a) Proposed nonlinear control strategy (b) Equivalent control system.
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