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3.3 NECESSARY CONDITION OF OPTIMALITY
FOR CONSTRAINED OPTIMIZATION
PROBLEMS

Constrained Optimization Problems

Consider
min f(x)

subject to

g(z)=a—2<0

gpr)=2—-0<0

f(x)
a b
g=ax g,=x-b
Y

V f(z*) = 0 is not the necessary condition of optimality anymore.
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Lagrange Multiplier

Consider

min f(x)
subject to

h(z)=0

At the minimum, the m constraint equations must be saisfied

h(z*) =0
Moreover, at the minimum,
d
df (z%) = é(w*)daz =0

must hold in any feasible direction.

Feasible direction, dz', must satisfy

dh
dh(z*) = d—(af")cla;'Jr =0
T

i

dh;
For any y = =iy a;/‘gH(z"),

yTde! =0
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Lagrange Multiplier (Continued)

df (z*) = L(z*)dz" = 0 must hold

T

4

%(m*) is linearly dependent on {%(Sﬁ*) i1

4

3 {\;}7, such that

df . m  dh;
%<x)+¢§1/\ld:€

Y
Necessary Condition of Optimality:

(@) =0

h(z*) =0 m equations

m  dh;
(¥ i v
dx (=%) + Z; dx

where \;’s are called Lagrange Multipliers.

df

(z*) =0 n equations

(n + m equations and n + m unknowns)
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Lagrange Multiplier (Continued)

x* is a local minimum
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Lagrange Multiplier (Continued)

Example: Consider

1o T
%2%{}1?6 Hr+qg x

subject to

Ar —b=0
The necessary condition of optimality for this problem is
V@) + [Vh)]'A= He*+ g+ ATA =0
h(z*) = Ax* —b =10

Y
Hr*+ AT\ = —¢

Ar* =b
Y
H A" || z* g
A 0| A] | b
H AT
If { is invertible,
A 0
zt | H AT ] —q
Al A 0 b
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Kuhn-Tucker Condition

Let * be a local minimum of

min f(x)

subject to
h(z) =

and suppose z* is a regular point for the constraints. Then 3 A and
( such that

p'g(a*) =0
h(z*) =0
u=>0
gi(z") <0=p; =0
g.iwi=l
a0 =0
@

+*
g0 glr=0
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Kuhn-Tucker Condition(Continued)

JAxi=0
Fixymq gylx)

Bixi=h
-¥gix)
T — Fl'.:_n;-]

Feasible "4
Region Vg ix)

v s a lacal minimum

g =1

gilxk=0 )
=Vix')

-¥eix')
Flxi=¢
Feagible -4
Region . -V, ( )

X" |8 nol 8 local minimum
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Kuhn-Tucker Condition (Continued)

Example: Consider

1o T
%Ie%%?ﬁ Hr+ g x
subject to
Ar —b=0
Cr—d<0

The necessary condition of optimality for this problem is
V(@) + VA A+ [V ' p=Ha* + g+ A" X+ C =0
gz ) p=("C" +d ) =0
h(z*) = Ax* —b =0
p =0
Y
Hr* + APXN4+CTp=—g
e TCTu+d'p=0
Ax* =0

>0
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