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2.4 Algebraic Eigenvalue Problem

Algebraic eigenvalue problem is to find the pair of (z, A) for

[FS
(=)

r=X\x, x#0, AeR™" (2.1)
It is noted that

1. Eigenvalue problem is nonlinear. (Two unknowns A and x are multiplied.)

2. The problem seems to be underspecified (n equations and n + 1 unknowns).

We don’t expect unique solution of Eq. (2.1).

From Eq. (2.1)

[FS

T =\
(A-A)z=0

EVP defines a homogeneous equation set.

Non-trivial solution x only if
det(A— X)) =0="P(N)

where P()) is a characteristic polynomial with n-th order.

aj; — A a12 Q1n
a1 age — A Qop
A-M = .
an1 An2 Ann — )\

There is a term in P(\)

n

=1
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and
det(4 — AD) = Py ())
From P,(\) = 0, n roots of either real of complex conjugate.

e Eigenvectors {z;} corresponding to {)\;} are determined only to within a

multiplicative constant.

A
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Def C™: Vector space composed of all n-dimensional vectors with complex ele-

ments
R cCCc”

I. Eigenvectors of A are linearly independent.

II. Adjoint Eigenvalue Problem
For A € ™

Aly=ny y#0

{n:}: adjoint eigenvalues
{y}: adjoint eigenvectors

The two eigenvalue problems

[FS

z=Xr, Aly=ny

have same eigenvalues.

ITI. Biorthogonality

For eigenvalue problem

[FS

L; = Ajz;
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premultiplying y, on both sides gives
YAz, =Ny, (22)

4 =

For adjoint eigenvalue problem
ATQZ. = \iy,

Transpose gives
y A=y
postmultiplying x; on both sides gives
y; Az; = Ny, z; (2.3)
Subtracting Eq. (2.2) from Eq. (2.3) gives
0= (X — Ny z;
If ¢ # 7, then \; # )\;, and
gl.ng =0 (2.4)

This relation is called biorthogonality.
When A is symmetric, then A = A" and {z;} = {y.}. Then Eq. (2.4)

becomes

T, _
z;x; =0

This relation is called orthogonality.

Theorem Solvability of Az = b or Fredholm’s Alternative

1. If Az = 0 has only the trivial solutions then é’l exists
and A7'b is unique. dim[N(A)] = 0.
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2. If Az = 0 has non-trivial solutions, so does éTg =0.
Assume dim[N(A)] = k < n, then dim[N(A")] = k.
3. The necessary and sufficient condition for solving Az = b is
that g;frb = ( for Y, satisfying éTgi = 0. This means b is orthogonal to

all solutions of éTg = 0.
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2.5 Norms for Vectors and Matrices

Norm: size of a vector or a size of the difference between two vectors.

Def A norm on " is any real-valued function || - || R" — R such that

1 Ifz#£0, |z >0
2. |loz|| = [aflz], ae®R

3. Mz +yll <zl + llyll

Example :
1. ¢;-norm
zlly = D |l
i=1
2. {y-norm
n 1/2
lale = |32
i=1
_ (& £>1/2

3. ls-norm
|z]| o = max{|x;|,i =1,...,n}
Theorm Schwartz Inequality

For z,y € ",

2"yl < llzll2lyl2

Theorem Let || - ||, and || - ||, be two norms for R". Then there are positive

constants a and b such that
allzll., < [lz|l, < bl|z||, for allz € R

Example For ||z, ||Z]|1

2l <zl < nllzfoo



Num Meth Chem Engrs, Prof. Do Hyun Kim, KAIST 26

Matrix Norm .

Defn For |4 € R™", || - | : R™*"™ — R is a matrix norm if
1. (a) A# 0 implies ||A]| > 0.
(b) A — 0 implies [l4] 0.

2. [l = |l A]-
3. A+ Bl < [All + Bl
4. |ABJ|| < ||A||l [|B]]. (This is only for n x n matrix)

Example .

1. Frobenius norm

o 1/2
1Al = (Z a?j)
1

i=1j=

2. Maximum of column sums

m
1Ay = max > ay|

""" i=1

3. Maximum of row sums

n
IAlloo = max > ay]

1,...
) ’m]:].

Defn Matrix and vector norms are consistent if they satisfy the inequality
|A z[| < | AIl |||

Consistent matrix norm Construction of consistent matrix norm

A
|A|l = max w, where A € R™*"
Al = maX T, 4

For arbitrary z,




