Closed-book Examination

1. Find all the stationary points of the function and identify the minima.


[image: image1.wmf]23

1222

()(0.5)3

fxxxx

=-+-

x


2. (Prob. 3.26, Textbook, p134) Locate and classify the stationary points of
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3. How do you choose a line search method among many line search techniques?

4. Prove that if xe is a vector such that ∇f(xe)=0 and ∇2f(xe) is positive definite, then xe is a local minimum for f(x).
5. Using a method of your choice in the class, proceed the numerical calculations to find the stationary point of the function starting from x0=(0.5 0.5)T. Show at least two iterations.
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6. Suppose that we want to minimize 
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 starting at x0=[1 1]T with the initial direction being s0=[–4  –2]T, find the conjugate direction, s1 to the initial direction s0. Then, verify that you can reach the minimum of f(x) in two steps using s0 and s1 by actually performing the analytic line searches.

7. Show that the family of Newton’s methods exhibits quadratic convergence and find the bound of starting search point such that the methods will converge.
8. Solve the following minimization problem from (0,0) using BFGS method with =0.01.
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9. How will you choose a method to solve a multidimensional-unconstrained optimization problem.
10. A manufacturer produces four products, A, B, C, and D by using two types of machine. The time required on the two machines to manufacture 1 unit of each of the four products, profit per unit of product, and the total time available on the two types of machines per day are given below.

	Machine
	Time required per unit (min) for product
	Total time available per day (min)

	
	A
	B
	C
	D
	

	Machine 1
	7
	10
	4
	9
	1200

	Machine 2
	3
	40
	1
	1
	800

	Profit per unit ($)
	45
	100
	30
	50
	


a) Find the number of unit to be manufactured of each product per day for maximizing the profit.

b) Find the effect of changing the total time available per day on the two machines from 1200 to 800, and 1500 to 1000 min.

11.  Consider the following LP:
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a) Convert the problem in standard form.
b) Write down the initial basic feasible solution as a function of nonbasic variables.

c) What will be the net changes in the objective function if each one of nonbasic variables becomes one from zero? (Basic variable will change following the function found in b).)
d) How much can the nonbasic variable that shows most negative change from c) increases without making the basic variables negative?

e) Find the new basic feasible solution by performing the elementary row operations so that the nonbasic found in c) becomes basic, and basic that became zero in d) becomes nonbasic variable.
f) Is the new basic feasible solution obtained in e) optimal? Why or why not?

12. Explain how to find

a) the range of objective function coefficients that does change the optimal solution

b) the range of the resource coefficients that does not change the optimal mix.

13. Formulate the minimization problem to find the rectangle of the greatest area, which internally touches the quarter circle of radius 5 and solve this problem using KT first-order necessary conditions. Also, verify that the KT second-order conditions are satisfied at this solution.

14. Consider the problem
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a) Find the stationary points of P(x,R) as a function of R using a penalty function with bracket penalty.

b) Repeat a) with log penalty and compared the convergence of the two methods.

15. For a general inequality-constrained NLP, what would be the subproblem for the method of feasible direction method?

16. Solve the problem by the Lagrange multiplier method.

a) 
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17. The problem will be solved by GRG method.
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a) Starting at x0=[0.5 0.5 0.5]T, find the reduced gradient at this point with nonbasic x2.

b) Based on the results from a), find the search direction.

c) Find the new point in the direction of b) by performing a line search analytically.

d) Does the point from c) satisfy the constraint? If not, what will you do?

18. Consider the NLP which will be solved by constrained variable metric method
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a) Construct an initial quadratic approximation to the problem at the point x0=[3/4 3/4]T. 

b) Suggest a line search to the direction found in a) while satisfying the constraints.

c) Suggest an outline of the CVM method that you would prefer.

19. Outline the SQP algorithm with Lagrange function. You must explain how to reduce the infeasibility of the constraints.

20. Answer the following questions briefly.

a) What is restricted basis entry in separable programming?

b) Explain the kinds of penalty terms for equality and inequality constraints.

c) Outline the Frank-Wolfe algorithm for linearly-constrained NLP.

21. What type of methods for general optimization problem will you recommend depending on the nature of the problems?

22. What type of methods for constrained NLP will you recommend depending on the nature of the problems?

23. For a constrained optimization problem, an augmented Lagrange function can be established by adding penalty function to Lagrange function. In order to proceed with the iterations, the Lagrange multipliers and penalty parameter should be updated. Thus, derive the update laws for them by comparing the necessary conditions for stationary point of the Lagrange and augmented Lagrange functions.
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